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Outline

• Current status of high-z galaxy surveys


• Translating survey results into 21-cm predictions


• Joint inference — what do we learn from both?



Current Status: UDF
Bouwens+ 2015

See also, e.g., Finkelstein+ 2015
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Fig. 4.— The expected number of z ⇠ 10 galaxy candidates in
our total imaging dataset based on di↵erent models for the UV LF
at z ⇠ 10 and using the actual selection functions of our search
fields. The gray vertical line corresponds to the 9 candidates that
we identified. The dark red squares with (Poissonian + Cosmic
Variance) errorbars correspond to the predicted number of sources
in our survey for di↵erent model LFs (only LF models spanning
the full luminosity range probed by our survey are shown). We
can rule out a few of these models that predict more than 25 galax-
ies. For several other models, our observed number counts are only
about 1-1.5� below the predicted numbers that range between 11-
16, though they are all consistently high. The model that best
reproduces our observed counts comes from the GALFORM simu-
lation (Cowley et al. 2017). Our z ⇠ 10 sample was obtained from
the most comprehensive study to date and the low numbers re-
vealed here confirm that a rapid change is occurring between z ⇠ 8
and z ⇠ 10, faster than across z ⇠ 4� 8 (accelerated evolution at
z > 8). This can be appreciated from the ‘Simple LF evol’ point,
which is just an extrapolation of the LF evolutionary trends across
z ⇠ 4�8 to z ⇠ 10. The model trends are broadly in agreement, as
seen Fig 3 and here, but there is still some tension with most mod-
els given the small numbers and generally lower LFs (see Section
4.1.3 for more discussion).

di↵erences among the model predictions is typically less
than a factor 3-4 over the luminosity range probed by
our observations.
Overall the agreement between the observed and sim-

ulated UV LFs at z ⇠ 10 is excellent. Several mod-
els lie within the 1� uncertainty range of our observed
best-fit LF over most of the luminosity range of interest.
However, it is important to note that our inferred best-
fit Schechter function lies at the low end of all predicted
LFs. We further investigate the significance of this by
computing the expected number of z ⇠ 10 galaxy can-
didates that would have been found in the data for each
model LF. This is done by folding the model UV LFs
through the actual completeness and selection functions
of all the di↵erent fields (using equation 3) and summing
the numbers.
The results of this calculation can be compared to the

real number of detected z ⇠ 10 candidates, i.e. 9, which
is shown in Figure 4. Interestingly, there seem to be two

classes of models. A small number of models predict that
about 25-29 z ⇠ 10 galaxies should have been detected.
By comparison to the best-fit LF in Fig. 3, it is clear
that this discrepancy arises mainly due to a higher nor-
malization of the LF at the faint end (MUV & �19.5).
These models appear to form stars in lower mass galaxies
too e�ciently and thus overpredict the number of galax-
ies we should have found in the deepest datasets, i.e., the
HUDF/XDF and HFF clusters.
The other set of models predicts galaxy number counts

of 13-16, i.e., about 45-70% higher than the observed 9
candidates. Considering the large Poisson+CV uncer-
tainties on these numbers, these models are all within
1-1.5�, and the discrepancies are not significant in each
individual case. However, the consistently larger pre-
dicted numbers suggest a small disconnect with the ob-
servations.
The only model that is in close agreement with the

observed number counts and also with the observed LF
is the one based on GALFORM presented in Cowley
et al. (2017). This model predicts about two magnitudes
of extinction in the brightest sources, however, which
would result in very red predicted UV continuum slopes
(�UV ⇠ �1.4 to �1.1). In marked contrast to this, the
brightest currently known z ⇠ 8 � 10 galaxy candidates
show significantly bluer slopes of � = �2.1±0.3 based on
the combination of HST+Spitzer photometry (Wilkins
et al. 2016, see also Oesch et al. 2014, Bouwens et al.
2014). It will thus be important to test such models
with other measurable quantities.
In summary, the comparison of our observations with

theoretical predictions shows that our current z ⇠ 10
candidate galaxy sample lies at the lower end of the pre-
dicted range, both for the model UV LFs and in terms
of the absolute number of z ⇠ 10 candidates that are
present in the data. It will be important to keep this in
mind when using these models to define survey strategies
for JWST and when predicting higher-redshift number
counts.

4.2. Clustering of z ⇠ 10 Galaxies

One possible reason for the low abundance of z ⇠ 10
galaxies in the current sample is obviously cosmic vari-
ance. An indication for a very high bias and clustering
strength of bright z ⇠ 10 galaxies is provided by the
fact that all our nine candidates have been found in only
four regions of the sky, while we have searched over 10
general areas. While the CANDELS/GOODS fields have
the best data of all the CANDELS fields, the candidates
with H < 27 mag, should have been detectable in any
CANDELS field. Yet, only one possible such source was
found in the EGS (see Bouwens et al. 2016b). Similarly,
only two of the HFF fields contained any candidates, of
which one is a multiple imaged source, while the other
field (A370-par) contained two sources.
This points to the fact that current surveys may simply

be too small or not deep enough to provide an accurate
sampling of the z ⇠ 10 galaxy population. It will thus
be crucial to obtain deep, wide-area NIR data over the
next few years. This will not be possible with JWST,
which is not a survey telescope. It will either require
a significant investment of HST time or it will have to
await new space telescopes such as Euclid or WFIRST.

Rapid decline in z~8-10 SFRD?

Oesch+ 2018

empirical  
extrapolation

semi-empirical,  
semi-analytic,  

and fully-numerical 
models
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Semi-Empirical Models
JM, Furlanetto, & Sun (2017)

see also, e.g., Mason+ 2015, Mashian+ 2016, 
Sun & Furlanetto 2016, Tacchella+ 2018,  
Behroozi+ 2019



Turn-over in UVLF?
Atek+ 2018

z ⇠ 6
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What does this mean for 
the global 21-cm signal?



Disclaimer



• In what follows I take a “semi-empirical” approach:


• Assume normal stellar populations.


• Fit models to current z>6 observations.


• Extrapolate down to the atomic threshold.

Disclaimer



• In what follows I take a “semi-empirical” approach:


• Assume normal stellar populations.


• Fit models to current z>6 observations.


• Extrapolate down to the atomic threshold.

• This approach is intensionally conservative! 


• Key point: ruling out such models provides evidence of “new” 
source populations, star formation physics, and/or stellar 
properties.


• “We will all be very sad if these predictions turn out to be true.” 

             - Steve Furlanetto

Disclaimer



UVLF-Calibrated Predictions
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JM, Furlanetto, & Sun (2017)

• Calibrate to Bouwens+ 2015 UVLFs, use BPASS v1 SPS models, Mineo+ 2012 LX-SFR.

• Nion, Nlw, fX replaced by stellar metallicity, SFE anchored to UVLF measurements.

• fesc, Tmin are only remaining parameters that are entirely free.



More rigid than past models

JM+ 2017



More rigid than past models

JM+ 2017



More rigid than past models

e.g., Furlanetto (2006)

⇣i = f⇤Nifesc,i

SFRD / f⇤
dfcoll
dt



More rigid than past models

e.g., Furlanetto (2006)

⇣i = f⇤Nifesc,i

SFRD / f⇤
dfcoll
dt



Translation: effective SFE evolves

Mass-dependent SFE results in time-dependent effective SFE, 
i.e., one averaged over the entire galaxy population.

⇢̇⇤ = f⇤,e↵fbḟcoll
<latexit sha1_base64="1Fc97UpDVkDAxv9+yswZn7ibC2I=">AAACLnicbVDLSsNAFJ3UV62vqks3g0VwISWpgm6EogguK9gHNCVMppN26OTBzI1QQr7Ijb+iC0FF3PoZTtIstPXCwOGcc+/ce9xIcAWm+WaUlpZXVtfK65WNza3tneruXkeFsaSsTUMRyp5LFBM8YG3gIFgvkoz4rmBdd3Kd6d0HJhUPg3uYRmzgk1HAPU4JaMqp3tjDEBJbjsPUSWyiIMWX2JvBE9snMJZ+wjwvTTXr4tztZdZC0huINHWqNbNu5oUXgVWAGiqq5VRf9CQa+ywAKohSfcuMYJAQCZwKllbsWLGI0AkZsb6GAfGZGiT5uSk+0swQe6HULwCcs787EuIrNfVd7cy2VPNaRv6n9WPwLgYJD6IYWEBnH3mxwBDiLDs85JJREFMNCJVc74rpmEhCQSdc0SFY8ycvgk6jbp3WG3dnteZVEUcZHaBDdIwsdI6a6Ba1UBtR9Iie0Tv6MJ6MV+PT+JpZS0bRs4/+lPH9AwDYqvo=</latexit>



⇢̇⇤ = f⇤,e↵fbḟcoll
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This effective SFE is smaller than you might have expected, 
and its evolution is non-trivial.

Translation: effective SFE evolves



Models tuned to SFE in narrow redshift interval are qualitatively OK (magenta above), 
but signal shapes are different.

⇢̇⇤ = f⇤,e↵fbḟcoll
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Translation: effective SFE evolves



Redshift evolution in star  
formation efficiency?

Getting to 78 MHz

JM & Furlanetto (2019) EDGES signal (Bowman+ 2018)



Redshift evolution in star  
formation efficiency?

Getting to 78 MHz

JM & Furlanetto (2019) EDGES signal (Bowman+ 2018)



Minimal star formation efficiency?

Getting to 78 MHz

Still problems with shape!JM & Furlanetto (2019)



Minimal star formation efficiency?

Getting to 78 MHz

Still problems with shape!JM & Furlanetto (2019)



Engineering a Solution
Q. What must SFE be to fit EDGES signal? 

JM & Furlanetto (2019)



Engineering a Solution
Q. What must SFE be to fit EDGES signal? 

*Flattened SFE not necessarily expected but need not persist to late times.

JM & Furlanetto (2019)



JM & Furlanetto (2019)

Predicted galaxy counts for JWST, WFIRST*

*survey strategies from  
Mason et al. (2015)

This model is readily testable with a JWST UDF.

fainterbrighter

Why appeal to SFE evolution?



JM & Furlanetto (2019)

Predicted galaxy counts for JWST, WFIRST*
Set by survey depth

Set by survey area

*survey strategies from  
Mason et al. (2015)

This model is readily testable with a JWST UDF.

fainterbrighter

Why appeal to SFE evolution?



JM & Furlanetto (2019)

Predicted galaxy counts for JWST, WFIRST*

If a JWST UDF 
sees anything 
at z~12-15, maybe 
this isn’t crazy.

*survey strategies from  
Mason et al. (2015)

If a JWST UDF 
sees nothing 
at z~12-15, we 
may need PopIII.

This model is readily testable with a JWST UDF.

fainterbrighter

Why appeal to SFE evolution?



PopIII Possibilities

Pop III 11
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Figure 7. Star formation rate density of massive Pop III stars for a variety of our models. Symbols indicate where Pop II star formation
overtakes Pop III star formation. The upper panel shows our results for a low mass Pop III IMF under a variety of di↵erent assumptions
for the Pop II and III star formation prescriptions. The bottom panels show a comparison between three di↵erent Pop III IMFs using
energy- and momentum-regulated Pop II star formation, respectively. Note that models which employ momentum-regulated Pop II star
formation will form stars more e�ciently in low-mass halos, raising the minimum mass above the atomic cooling threshold faster and
transitioning from the massive Pop III phase sooner.

Figures 7 and 9 also show that the redshift indepen-
dent case (which matches the observations best at z = 10)
yields a slightly more extended Pop III star formation his-
tory, as it produces a smaller rate of star formation in low
mass halos. As an extreme case, we also include in Figure 7 a
model with energy regulated Pop II star formation, but with
✏k = 1. In other words, all of the kinetic energy released by
supernovae in this model is able to couple to the gas and
work to lift it out of the halo. Since feedback is stronger in
this case, we see a smaller Pop II star formation e�ciency in
halos, and therefore a lower Lyman-Werner background. As
a result, the minimum mass to produce Pop II stars never
crosses the atomic cooling threshold. Because of this, mas-
sive Pop III star formation is able to continue on until at
least z = 6. However, Figure 2 shows that this model sub-
stantially underpredicts the observed luminosity function at
z ⇠ 7. We include it only to emphasize that the longevity of
the massive Pop III phase is very sensitive to the details of
Pop II star formation in low-mass halos.

5.4 Self-Regulation of Pop III Star Formation

In order to test the ability of massive Pop III stars to self-
regulate themselves, we next consider a model in which
Pop III stars do not contribute to the Lyman-Werner back-
ground by setting NLW = 0 for Pop III stars. The minimum
mass of Pop III halos for this case is shown in Fig. 10. The
Lyman-Werner background and therefore minimum mass
will be lower at early times when Pop III star formation
is dominant. Without a Lyman-Werner background, ha-
los form Pop III stars earlier. But the time at which the
minimum mass crosses the atomic cooling threshold is un-
changed, because it is feedback from Pop II stars which even-
tually causes Pop III star formation to end. Because of this,
while Pop III stars may be able to regulate their own mini-
mum mass at early times, global Pop III star formation will
not be terminated by feedback from Pop III stars.

MNRAS 000, 1–18 (2017)

Mebane, JM, & Furlanetto (2018)

Predictions for PopIII star formation rate density 

Mebane, JM, & Furlanetto, in prep. (re: EDGES)
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Figure 7. Star formation rate density of massive Pop III stars for a variety of our models. Symbols indicate where Pop II star formation
overtakes Pop III star formation. The upper panel shows our results for a low mass Pop III IMF under a variety of di↵erent assumptions
for the Pop II and III star formation prescriptions. The bottom panels show a comparison between three di↵erent Pop III IMFs using
energy- and momentum-regulated Pop II star formation, respectively. Note that models which employ momentum-regulated Pop II star
formation will form stars more e�ciently in low-mass halos, raising the minimum mass above the atomic cooling threshold faster and
transitioning from the massive Pop III phase sooner.

Figures 7 and 9 also show that the redshift indepen-
dent case (which matches the observations best at z = 10)
yields a slightly more extended Pop III star formation his-
tory, as it produces a smaller rate of star formation in low
mass halos. As an extreme case, we also include in Figure 7 a
model with energy regulated Pop II star formation, but with
✏k = 1. In other words, all of the kinetic energy released by
supernovae in this model is able to couple to the gas and
work to lift it out of the halo. Since feedback is stronger in
this case, we see a smaller Pop II star formation e�ciency in
halos, and therefore a lower Lyman-Werner background. As
a result, the minimum mass to produce Pop II stars never
crosses the atomic cooling threshold. Because of this, mas-
sive Pop III star formation is able to continue on until at
least z = 6. However, Figure 2 shows that this model sub-
stantially underpredicts the observed luminosity function at
z ⇠ 7. We include it only to emphasize that the longevity of
the massive Pop III phase is very sensitive to the details of
Pop II star formation in low-mass halos.

5.4 Self-Regulation of Pop III Star Formation

In order to test the ability of massive Pop III stars to self-
regulate themselves, we next consider a model in which
Pop III stars do not contribute to the Lyman-Werner back-
ground by setting NLW = 0 for Pop III stars. The minimum
mass of Pop III halos for this case is shown in Fig. 10. The
Lyman-Werner background and therefore minimum mass
will be lower at early times when Pop III star formation
is dominant. Without a Lyman-Werner background, ha-
los form Pop III stars earlier. But the time at which the
minimum mass crosses the atomic cooling threshold is un-
changed, because it is feedback from Pop II stars which even-
tually causes Pop III star formation to end. Because of this,
while Pop III stars may be able to regulate their own mini-
mum mass at early times, global Pop III star formation will
not be terminated by feedback from Pop III stars.

MNRAS 000, 1–18 (2017)

Mebane, JM, & Furlanetto (2018)

Predictions for PopIII star formation rate density 

SFRD inferred from UVLFs (i.e., PopII SFRD)

Mebane, JM, & Furlanetto, in prep. (re: EDGES)



PopII
PopII+PopIII

PopII vs. PopIII

fX,iii

PopIII skews signal to high frequencies.

JM+ 2018 Asymmetry (MHz)
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Advertisement

import ares

pars = ares.util.ParameterBundle('mirocha2017:base')

sim = ares.simulations.Global21cm(**pars)
sim.run()

ax, zax = sim.GlobalSignature()

1

https://bitbucket.org/mirochaj/ares



Questions?


